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Summary Sheet.

Nowadays, biologists need to find a key set of features in order to distinguish a certain type
of lizards, Darevskia, because they are sometimes difficult to discriminate. This paper gives a
convenient way to use single feature classification. In addition, it also provides a method on
selecting features and classifying in a multi-group and multi-feature condition.

In response to this problem, we develop our original single feature classification method.
It measures the frequency of points appearing near the data that is going to be distinguished
using a judging radius. All of the near points appearing in the judging circle are calculated.
The most appropriate value of this judging radius can be computed by using cross-analysis.
Cross-analysis is when we put already know data points to our model and check the accuracy
of the algorithm.

We also develop an approach for multiple feature classification. First, since the quantity
of the different features are different, we use min-maximum method to do the normalization
of our data. Second, we discover that 26 features given by the problem require a huge amount
of calculation, so we need to do multi-feature selection using a specific determinant. We
consider the internal and the external length between groups so that the determinant measure a
feature’s ability in distinguishing different groups. The determinant has a positive correlation
of external group length and a negative correlation with internal group length. Furthermore,
we successfully verify our methods through our results in the Linear Discriminant Analy-
sis(LDA). Third, in our LDA classification, by calculating all the eigenvector of the dimension
conversion matrix, our data matrix is projected to a space in a lower dimension in this process.
This process enables us to distinguish between the groups.

To present our results in a vivid way, we have shown the steps in each process in choosing
features and using the LDA with clear graphs. What’s more, we also show all of the accuracy
for different features and evaluate each process of classification. For instance, our accuracy
in distinguishing species5 is 98.3% and two of the most essential factors that determine the
speciesS are feature FPNr and HFL respectively. Therefore, we increase the flexibility for
biologists to decide the number of features they will choose and which method they will use.

Keywords: single feature classification,cross-analysis, multiple feature classification, nor-
malization, determinant, Linear Discriminant Analysis(LDA)
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1 Introduction

1.1 Background

The ability to distinguish closely related species in the wild is crucial to biologists. With this
ability, they are able to focus on the species relating to their research topic, thus saving a large
amount of time. However, many closed related species have similar exterior appearance. Bi-
ologists have found some effective features to distinguish them, such as color. However, these
features can not be quantified. Using those features will create difficulty and ambiguity for the
scientific research, so during the process of researching in the wild, biologists are in desperate
need to find out the species of a certain animal through an effective criterion. Besides, this
criterion should base on some measurable features.

To solve this problem, the measurement data of 564 lizards of 8 species belonging to genus
Darevskia are used and various math models are developed to create criteria that can identify
the species of lizards with a great accuracy.

1.2 Problem Restatement

In this essay, the following problems will be coped with.

Question 1. Build a criterion based on Femoral Pore Number on the right side (FPNr), so the
lizardS can be distinguished from other lizard species as accurately as possible

Question 2. Build a criterion based on two of the variables in the measured morphometric and
pholidosis characteristics, so that lizard5 can be distinguished from other lizard
species as accurately as possible

Question 3. Build a criterion so as to distinguish lizards’ sex, regardless of their species.

Question 4. Build a set of criteria which can distinguish lizard species living in the same area
,jincluding:
(a) species6 and species7
(b) speciesl and species2
(c) species3, species4 and species5

Question 5. Build a set of criteria to predict the sex and species of all lizards, as accurately as
possible.

Besides, there are two general requirements. First, all the criteria should be accompanied by
their performance metrics. Second, criteria should be relatively simple, so that a biologist can
use them in the field condition only with a graphing calculator

2 Assumptions And Justifications

Assumption 1: We ignore the effects of the eighth species on different groups, which means
that we can independently do a classification of the eighth species.

Justification 1: The sample size of the eighth group is small, so this assumption will largely
decrease the calculating amount and will not affect the accuracy significantly.
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Assumption 2: We assume that there is no other recessive variables in the process of dis-
tinguishing sex.

Justification 2: It requires a huge amount of calculation to calculate a expression that has
large linear coefficients with sex, so to simplify our model, we will only use and analyze the
data given.

Assumption 3: The set of data directly relates to our classification. Additionally, that means
that the sample size will influence the categorizing results.

Justification 3: Since no any additional results are given, we will assume that the results
we get from the 564 lizards have direct relationships between our classification to the lizards.

3 Variables

Variables | Descriptions

mi; the value of FPNr of the jth lizard in speciesi

r judging radius

F; the frequency of the speciesi within the circle

I, Index value

n;j a set of data in the ith attribute

Xij the standardized value of g;;
Vij the sample average in the ith attribute

q the quantity of q data points in the ith attributes

T the difference between maximum and minimum of x;;

Gi(orGj) | the ith(jth) group
A; the lizard ’s data for different features

n; the number of lizards in G;

Ui the mean of each group G;

u the total mean of all data

D the between class matrix

1 in-class matrix

W

/ll

Vz

U

the matrix

the designated eigenvalues of W

the eigenvectors of W

the whole set

Lright all the correctedly classified individuals
tar all the classified individuals
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4 Single Feature Classification Model

start

Y

check the data

the speciesb# has d_;;mfs EPNP c.lf the other species has
l the largest number L ALEEreI SpaCies J the largest number

in the circle around

the given individual ‘

the individual is 5;:1’;:5”;'2:';;‘:‘ i the individual is
: E i \
speciesS# sneciesB#. is the not speciesb#
largest number 'y
Y

calculate the total )
distance between the
all the data peints of the total distance of
the certain spgcje_s and| other species is smaller
the given individual's
point

Figure 1: The process of the solution of Task 1

specie5# is smaller

The framework of distinguishing species5 by FPNr data is represented in Figure 1. Given a data
point ¢, our goal is to decide whether ¢ belongs to species5 or not. We use judging radius r to
estimate this. Define set K = {x | t — r < x < t + r}. Then the number of all the eight species
whose FPNr data x € K is calculated. The frequency of the speciesi is F;.

7 (min) -2 +2 25(max)
—

Figure 2: The sketch map of single feature classification
Rank these data and take the maximum F;. For the different value of j, we have the follow-
ing results:
Case 1. If there does not exist another F; such that F; = F;.

(a) If j =5, then ¢ belongs to the Sth species.
(b) If j # 5, then ¢ belongs to other species.
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Case 2. If there exists at least one / such that F; = F'; for all i < m. Then we calculate index
value Ig,where s is the speciess.

L= > (mu—1) (1)
M€K, Fs=F;

We then rank /, and find the smallest /..

(a) If ¢ =5, then ¢ belongs to 5 species.

(b) If ¢ # 5, then ¢ belongs to other species.
We need to use cross-over analysis to determine the value of r. In addition, we will assume that
a known data m;; = t and do the algorithm above. 10 percent of species 5 and 10 percent of
other species are chosen for this analysis.

We will change r such that the accuracy of classification reaches the maximum value. And
we conclude that the best r value is 2. The results and the evaluation is given in the Results part.

S Multiple Feature Classification Model

The whole process of multiple feature classification is shown in Figure 3 below

Multiple feature
classification

stepl:
normalization

J } \

if there're step3:
step?: ! .
P . more than®  multiclass
feature selection . .
, 2 classes |_ classifications )
if there're 2 classes: ¢
¢ - - N
- step4:Linear
[ sepsbinay |5l pieriminan
\_Analysis(LDS) )
step:
evaluation

Figure 3: The whole process for multiple feature classification

5.1 Normalization

To start with, a process called variable normalization will be done because the quantity of the
numbers are not the same. For a set of data in the ith attribute g;;, where 1 < j < Z. We define
the standardized value of g;; as x;;, where:

. z
a;; —min {Clij} _

Xij = - ()

where r; is the range in the data of the ith attribute.

V4 V4

3)

r; = max {aij} — min {aij}
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5.2 Feature Selection

Definition 1. Distance between two Vectors
Ay and A, are two n dimension vectors.
Ay = (X117, X125 oy X1p)
Ay = (X21, X225 «ovs X2p)

“4)

so the distance between x;, x, is:

n

d(A1,A2) = | ) (i = xi)? (5)
i=1
Definition 2. Group Average Distance D(G,, G,)
G, and G, are two groups with n dimension sample vector. |G| = ny,|G,| = ny, then the
group average distance of G| and G, is:

1
DGLG)=— > dA,A) (©)
M2 pcGrA ey

Definition 3. Internal Average Distance 1(G)
We regard the Internal Average Distance in a group G as:

ZA,’,AJEG d(Al9 A])

I(G) = (7
(&
Assume a determine value for the ith attribute is D;:
D
p, - _DG1,Gy) )
[(Gy) + 1(G2)

Then rank D; and we will use the m biggest features as the set of features.

Note that in the process of selection, Python is applied, which is a graphing calculator. This
means that this part of criterion can be calculated on a graphing calculator and this part satisfies
the requirement of "simple function" in the problem.

5.3 Linear Discriminant Analysis Categorization
5.3.1 The Whole Process

The Linear Discriminant Analysis (LDA) categorization is a mature method of categorization
whose goal is to project the original data matrix onto a lower dimensional space. In this lower
dimensional space, we can successfully discriminate different groups. We will briefly summa-
rize the LDA process below. For more details of the process, check the reference.

Step 1. Assume that we have already normalized and chosen n features from the previous
feature selection. Suppose the sample size is Z(in this case, Z = 564).Therefore, our
data matrix can be represented as:

X111 X12 X13eeeeen X1in
X21 X22  X23...... Xon

©)




IMMC23253807 Page 8 of 20

Step 2. The groups we are going to distinguish are G1,G,,... and G,. Each sample is rep-
resented by a point in the n dimension space. We also regard the data matrix as
({A1, Ay, ....A,))T, where A, is a lizard ’s data for different features. First compute

the mean of each group G;.

1
== N 4 10
" nu; (10)

where 7 is the number of lizards in G;.

Step 3. Then we’ll compute the total mean of all data, which we call it u.

Z
Sa
i=1

= 11
p=— (1)
Step 4. Calculate the between class matrix D:
D= =i~ )’ (12)
i=1
Step 5. Calculate in-class matrix I:
I = (Aij = p)(Aij — )" (13)
j=1 =1
where A;; means the ith sample in the jth group.
Step 6. After that, we can calculate the matrix W:
W=rI'D (14)

Step 7. The eigenvalues (1)eigenvectors (V) of W are then calculated.

Step 8. To reduce our calculating amounts, all of the eigenvectors are then used as a lower
dimensional space (Vk).

Step 9. Project all the sample on to the lower dimension.

Note that in the process of categorization, R language is applied, which is a graphing calcu-
lator. This means that this part of criterion can be calculated on a graphing calculator and this
part satisfies the requirement of "simple function" in the problem.

5.3.2 Binary Classification

When we are doing binary group classification, s = 2 in LDA. When all of the samples are
projected on to the lower dimension, the deviation of all the groups will increase, enabling us
to categorize each group.

An application of binary group classification is what we call exclude group classification,
where distinguish one group from all of the groups. We assume that this group is Gy, and then
we will do the binary group classification for G, and C G/, where U is the whole set. This will
distinguish G;.
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5.3.3 Multiclass Classification

In n group classification, we will use exclude group classification n — 1 times.A detailed process
of this is shown below:

( ) exclude group | )
61, ... , G, [— classification —»| G4

- of G1 -

s N + s N
63, ..., 6n 4—[62, ,Gn]—> G,
. J | . J
|
[Gi+lr e, GHH Gi' e , GnH G,’ }
[
(Gr 0 )
Lovsen Jo g o _one |

| J——

binary group
. e <

classification Gn-1

Figure 4: The process of multiclass group classification

We will also offer a detailed description of the circumstance when n = 3:

Assume that we need to distinguish G;,G,,G3. We will then choose the two exclude group
classification with the most accuracy, for example, we may exclude G first, then exclude G,
the rest is G3. The process is shown in the following figure(Figure 4).

5.4 Evaluation

To evaluate the efficiency of our features and classification methods, an index P is defined,
where 1,;,,, means all the correctly classified individuals and #,; means all the classified individ-
uals:

p= tright

15
Lai (15)

Therefore, index P can be used to evaluate the accuracy of our classification.

6 Results

6.1 Task One

Step 1. Draw the of distribution of FPNr(the Figure 5). In this figure, it is obvious that feature
FPNr can differentiate speciesS effectively, as most of the individuals with FPNr value
less than 11 are belong to the speciesS.
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Figure 5: The distribution of FPNr
Step 2. Dot the data of FPNr on the axis
Step 3. Find a circle of radius r and calculate the frequency of all species in it.
Step 4. Conduct the cross-over analysis. The results of cross-over analysis in the single feature

classification are represented in the table below for different values of r. Since we
conduct the cross-over analysis for many times, we use the mean of result in the table.

Table 1: Specific data for r = 2

Step 5. Calculate P, which is the accuracy, and choose the r with the biggest P. In this task,

r=2 True species 5 | True species 1-4,6-8
Classified as species 5 2.43 0.0
Classified as species 1-4,6-8 0.115 53.455

Table 2: Specific data for r = 3

r=3

True species 5

True species 1-4,6-8

Classified as species 5

2.165

0.265

Classified as species 1-4,6-8

0.115

53.455

Table 3: Specific data for r = 4

r=4 True species 5 | True species 1-4,6-8
Classified as species 5 1.56 0.87
Classified as species 1-4,6-8 0.0 53.57

r=2
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6.2 Task Two
Step 1. Normalize all the data

Step 2. Rank all the value of D; of each feature in Figure 6 below. The bigger the D; is, the
more remarkable this feature is towards distinguishing G| and G,.Therefore, FPNr and
HFL are two most outstanding feature towards distinguishing G; and G».

0 10 20 30 40 50

Figure 6: The D; rank of features

Step 3. After using LDA, the coefficients of linear discriminants of feature FPNr and HFL
have the greatest absolute value, which are —9.837 and 0.879, and the function of
LDA is z = =9.837FPNr + 0.879HF L. This proves that our feature selection method
is effective, as feature FPNr and HFL are also high in D;

Step 4. Figure 7 below shows the result of LDA. The lizards of two groups, which are repre-
sented as triangles and dots, are clearly separated. This is also an evidence for the high
effectiveness of our feature selection.
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Figure 7: The classification result of task two

Different pairs of features are chosen and their corresponding accuracy P, are shown
in Figure 8 below. Therefore, the pair of FPNr and HFL is the most accurate pair.

099

0.98

FPNr HFL FPNr ESDFPNr MBS FPNr FFL FPNr HH HFL ESD HFL MBS HFL FFL HFL HH ESD MBS ESD FFL ESD HH MBS FFL MBS HH FFLHH
Different feature pairs

Figure 8: The accuracy of different feature pairs

6.3 Task Three

Step 1.
Step 2.

Normalize all the data.

Select features using binary feature selection. In this situation, the G; and G, represent
male group and female group respectively. Figure 9 shows the ranking of determinant
values D; of different features
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0 2 a B 8 10 V) 1
Figure 9: The D; rank of features
The distribution of the data of different lizards, which are HFL paired with HH and

VSN paired with HH specifically, are represented in Figure 10 and 11. We choose 10
percent of all the lizards and each dot represents a lizard’s data:

1.00-
®
P
0.75 - ®
[ ]
[ ]
L 0.50
L o
0.251
0.00 A
0.00 0.25 0.50 0.75 1.00

HH

Figure 10: The figure about HFL and HH distribution
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Figure 11: The figure about VSN and HH distribution

In the figure with HFL paired with HH, the two groups are mixed with each other so it
is relatively difficult to distinguish the two groups. However,about the one paired VSH
with HH, the distinctions between the two groups are more evident, which helps us
distinguish them. According to the figure above, VSN is the most remarkable feature
in distinguishing the sex.

When we choose the top four value, the data of LDA is VSN, HFL, HH and MO, as
shown in Figure 12. The data indicates that:

z=0.67VSN - 0.05HFL — 0.23HH - 0.18MO (16)
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o {r}
1d = lda(Sex_num ~ VSN + HFL + HH + MO )
1d

Call:
lda(Sex_num ~ VSN + HFL + HH + M0O)

Prior probabilities of groups:
1 2
0.4875887 ©.5124113

Group means:

VSN HFL HH MO
1 23.56727 31.40655 5.623636 10.346727
2 26.24913 28.64913 5.071626 9.671626

Coefficients of linear discriminants:
LD1

VSN 0.66980835

HFL -0.05052105

HH -0.22765971

MO -0.18291767

Figure 12: Coeflicients of linear discriminants

The more the absolute value of the coefficient, the more effective that this feature has
toward sex. This partly verifies our feature selection.

Step 3. Choose s features with the greatest D, and use LDA to classify. We check the accuracy
of the classification and draw the Figure 13, which shows the relationship between s
and accuracy:

1.00

0.95 1

0.80 1

0.75 1

0.70 -

1 2 3 4 5
s value

Figure 13: The accuracy of different sets of features

Therefore, approximately, accuracy rises to the highest when s equals to 8, and biolo-
gists can choose the value of s on their own, balancing the complexity of calculation
and the accuracy of the result.
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6.4 Task Four

In problem(a) and (b), the group number in LDA process will be 2. We will first select features
using our previous feature selection process to decrease our calculation amount.

6.4.1 Problem A

After feature selection, we use the exclude group classification to distinguish species6 and
species’.

We find out that between the species6 and the species7, feature HFL, FFl and ESD can
distinguish them effectively. The figure of the distribution of the results of HFL and FFL are
represented in Figure 14(the two largest D;).

0.6
. o .
® * *a. ®e )
L 4 . °
" . o .
0.5 o sl % - '
.
0 ! .
L J L ]
. .
o & o * Ya e .
- .-b L]
.
— 04 o .
- . ]
u [T
e ~
.
. @
).3 L
0.29
' ' ' ' '
0.4 0.5 0.6 0.7 0.8
HFL12

Figure 14: The figure about FFL and HFL distribution for task4a

We can see that the deviation between G| and G, is evident, allowing us to distinguish G,
and G, effectively.

6.4.2 Problem B

After feature selection, we find out that feature HFL and GSN can distinguish the species] and
species2 effectively. The figure of the result of the data of different lizards are shown in Figure
15 below:
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Figure 15: The figure about GSN and HFL distribution for task4b

6.4.3 Problem C

In problem(c), we will first distinguish species5 using the exclude group classification. After
selecting species5, we will continue to use exclude group LDA process to distinguish the other
two species. Feature MBS, SCGr and SDLr can distinguish species3 and species4 effectively
and the graph of results are represented in Figure 16:

A
A A
A A A A
0.75+ A A A A A
. A A A A
° .
M~
© .
=
O 0.50
Q ] L] . . e L] ®
w
° ] . ° . .
] ] . . . .
ozl ® ° . O .
° ] . ° .
.
. .
0.4 06 0.8

MBS67

Figure 16: The figure about SCG and MBS distribution for task4c

All in all, the accuracy and the selecting features are compiled into a table:
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Table 4: The accuracy of task four

Species | Featurel | Feature2 | Feature3 | Accuracy
6 and 7 MBS SCGr SDLr 0.9271
1 and 2 ESD FFL HFL 0.893
3and 4 HFL GSN (NONE) 0.923
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6.5 Task Five

The whole process of task five is shown in Figure 17 below.

start

binary
classification

other species

Accuracy: 88.43%
- A 4
divide the rest species into

three groups(according to

Accuracy:94.2%

.-—\CCUL'HC}':

om =0
82.54%

v
distinguish sex using
the structure of task 3

the 8th species

Gi:[3. 4, 3] the structure of task 4)
Accuracy: \_ using LDA
98.3%
v ¥
G [5] ( . { .
G [3. 4] G [1, 2]] Gs: [6, 7]

T
Accuracy:89.39% Accuracy:92.71%

Accuracy:
9 Li SL\ %[apply the method of task 4

Figure 17: The process of Task 5

end

Case 1. Sex:
In order to distinguish sex, we can use the structure of task 3.
Case 2. Species:

In order to reduce our algorithm’s complexity, we tried to use our basic structure of
distinguishing species.

Step 1. We use a exclude group classification to exclude species8.

Step 2. Then a 3 group LDA is applied. The three groups are:

G, =1{3,4,5}
G, =1{1,2} 17)
G; =1{6,7}

The numbers in all of the sets represents the number of the species. LDA
will distinguish the three groups.
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Step 3. Then we will distinguish each species by applying the method of task 4,
because we can see that the species in groups in this circumstance is the
same as that of task 4.

Step 4. At last, we draw a graph about the index P, which means the accuracy of the
classification, of the sixteen groups of species

Table 5: the accuracy of different kinds of lizards

Species 1 2 3 4 5 6 7 8
Male 0.615 | 0.615 | 0.624 | 0.624 | 0.676 | 0.637 | 0.637 | 0.778
Female | 0.615 | 0.615 | 0.624 | 0.624 | 0.676 | 0.637 | 0.637 | 0.778

7 Strengths And Weaknesses
7.1 Strength

1. We invent a original way to select features in order to successfully reduce the calculation
made by the computer while doing the LDA process. Furthermore, we verify this feature
selection’s credibility by using the result of the LDA process.

2. We use a simple and straightforward to distinguish species5 using the data of FPNr, and
it is really accurate.

3. LDA process is really difficult when the group number is large, involving large amounts of
matrix calculation. We successfully solve this problem by using the binary LDA process
several times, decreasing the complexity of the LDA process.

7.2 Weakness

1. The judging radius r in task 1 that we choose is not accurate enough, it is easy to ignore
several points when increasing a little.

2. We do not include the most appropriate feature for distinguishing sex because it is ex-
pected that sex is correlated with the ratios of some measured linear size, so we might
ignore some essential features.
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